A.P. Statistics
Fathom: Linear Regression

What is a Least Squares Regression line anyway?
Goal:  To take some data and find the line that best fits this data using Fathom.  You will also investigate where the term least-squares comes from and be able to come up with what you think is the best line.

Let’s get it started:

1)  Open Fathom by clicking on the icon.

2)  Retrieve your data set by clicking on File-> then Open ->Smoking.
3)  You should now have a collection box.
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4)  While your collection box is highlighted, drag a new table icon and put it on the screen.  The data should now be located in your table.
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5)  Click on a corner of the table and pull it out.  You should see 25 data cases. 
Now we are ready to begin investigating!

Let’s make a graph of the data and check to see what is going on.

6)  Click on the Graph icon, and drag the icon onto the screen.
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7)  Drag the smoking data by clicking on the cell and pulling it onto the horizontal axis.
8)  Drag the mortality data to the vertical axis the same way as above. 
Draw a picture of what is on your screen.
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Finding the best-fitting Line:

9)  Take a few moments and investigate the location of the best fitting line using a moveable line.
You need to be in your graph window and choose moveable line from the graph menu.
To make changes to the fitted line you can: drag the middle of the line which moves it up or down
or drag on either end of the line which causes the graph to rotate.  PLAY WITH THIS A LITTLE.
Q:  What is the equation of the line that you think best fits this data? Write it below.
Q:  Why do you think this line is the best fitting line?

Recall, When finding the standard deviation of univariate data, we took the sum of the deviations of each observation from the mean and squared them.  Why did we square the deviations?

Q:  We are now going to use this concept with our bivariate data.  We will now look at the idea of finding the vertical differences from your best fitting line to the individual data points.  This is the same thing as finding the difference of WHAT?  __________________________________________________________.

 (Hint:  What does the best fitting line represent?)
NOTE:  We want to minimize the sum of our deviations from the line our points have.  In order to do this what must we do in order to find a meaningful value?  _______________________________________.

10)  In order to find this meaningful value called – sum of the squared residuals – You need to be in your scatterplot and choose show squares from the graph menu.  Now investigate and find the best fitting line by moving your line around like step (9).  When you think you have found your best fitting line, write down the equation and its sum of squares in the lower left hand part of your graph.  ___________________________.
Q:  When you clicked on the show squares, what happened?  __________________________________.
Q:  Why is this showing up and what does it mean?  _________________________________________.

Q:  Compare your line with a few of the people sitting around you.  How did you do?  Did anyone have a better line?  How far off were you?

11)  Let’s see how close you were.  While still in your graph, click on the graph menu and highlight the Least-Squares Line.  A new line now appears on your graph.
Write down the Least-Squares Regression Line.  ________________________________
Q:  Look at your line and compare it to the Least-Squares Regression Line, Which one of these has a smaller sum of squares?  
Q:  Compare the two equations and the sum of squares, who was the closest in the class?

Extensions:
1)  Using your line of best fit and the LSR line, predict the mortality index if the smoking index is 85.
Your prediction:       ____________________.

LSR Line prediction: ____________________.

Q:  How far off was your prediction?  

Q:  Do you think the difference might be significant?

2)  Do you think a least-squares regression line is the best way to fit our data?  What would you look at in order to make this decision?(Hint: There are three things you should probably look at in order to make this decision.
1)
2)

3)

Note:  The last item, residual plot, can be done on fathom by doing the following.  While in your table, click on graph and unclick moveable line.  Then go back into graph and click on Make residual plot.  Sketch a quick graph of what it looks like.
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3)  Let’s look at an interesting little tidbit.  Find the mean of both variables.  You can do this by pulling 
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down the summary icon.  
You can find the individual means by clicking the variables of 
interest and dragging it onto the down arrow in the summary table.  Repeat this process to get the other variable of interest.  You should see the individual means next to the variables.  Now, put the mean values into the table just below the last data point.  Watch what happens on the scatterplot.

Q:  Do you notice anything?

If you didn’t notice anything, click on the #26 in the table.

Q:  Now do you see what happens? 

It is always true that the means of your variables make up a point that will always lie on your LSR line.

Q:  Why do you think this true?
